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Simple heuristics are often regarded as tractable decision strategies
because they ignore a great deal of information in the input data.
One puzzle is why heuristics can outperform full-information mod-
els, such as linear regression, which make full use of the available
information. We resolve this apparent paradox by demonstrating
that heuristics are limiting cases of probabilistic inference. Inspired
by regularization approaches from machine learning, we construct a
Bayesian model that regulates sensitivity to cue-weight magnitudes.
Parametric variation of the prior’s strength generates a continuum of
models, with linear regression at one extreme and the tallying heuris-
tic, which equally weighs all cues, at the other extreme. A general
difference between regression and heuristic approaches is that re-
gression is fully sensitive to covariance among predictors, whereas
heuristics completely ignore it. Based on this observation, we for-
malize a second Bayesian model with a prior on cue covariance and
show that this model formally links both the tallying and the Take-
The-Best heuristics with linear regression. These results, which cast
heuristics as a limiting case with an infinitely strong prior, refute the
strong version of "less-is-more" claims whereby entirely discarding
some information sources (as heuristics do) is optimal. Indeed, inter-
mediate models perform better across all our simulations, suggest-
ing that down-weighting information is preferable to entirely ignoring
it. These results have implications for work in psychology, machine
learning and economics.
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Many real-world prediction problems involve binary clas-
sification based on available information, such as pre-

dicting whether Germany or England will win a soccer match
based on the teams’ statistics. A relatively simple decision
procedure would use a rule to combine available information
(i.e., cues), such as the teams’ league position, the result of
the last game between Germany and England, which team
has scored more goals recently, and which team is home ver-
sus away. One such decision procedure tallies which team
is better on each cue and chooses the team that has more
cues in its favor. In the scenario depicted in Fig. 1A this al-
gorithm would choose England. This algorithm is called the
tallying heuristic [1, 2] – it simply tallies up the valences of all
cues, ignoring any possible differences in magnitude or predic-
tive value. Another algorithm, referred to as Take-The-Best
(TTB), would base the decision on the best cue that differ-
entiates the two options, ignoring the remaining cues. TTB
works by ranking the cues according to their cue validity (i.e.,
predictive value), then sequentially proceeding from the most
valid to least valid until a cue is found that favors one team
over the other [3] (Fig. 1A). This heuristic is often character-
ized as frugal because it terminates at the first discriminative
cue, discarding all remaining information.

In contrast to the above heuristic algorithms, a full-

information model such as a full regression model would make
greater use of the available information: cue magnitudes, pre-
dictive values, and covariation among the cues (Fig. 1B).
For example, league position and number of goals scored are
highly correlated. Although such covariances naturally arise
and can be meaningful, the cue validities used by the tallying
and TTB heuristics completely ignore them [4]. Instead, cue
validities assess only the probability with which a single cue
can identify the correct alternative (e.g., which team won the
soccer match in Fig. 1), derived as the proportion of correct
inferences made by each cue alone across a set of binary com-
parisons. Thus, cue validities reflect how predictive each cue
is in isolation of other cues (full mathematical definition in
SI Appendix). When two cues co-vary highly, they essentially
provide the same information, but heuristics ignore this redun-
dancy and treat the related cues as independent information
sources. In the heuristic literature, the learner is usually as-
sumed to learn cue validities from past experiences, i.e., the
training data [3, 5].

In cognitive science, heuristics are often viewed as more
psychologically plausible than models that take into ac-
count all available information [2, 6]. In comparison to full-
information models such as regression models or Bayesian
models, which are based on probability calculus, ignoring data
makes the calculation easier and thus may be more compati-
ble with inherent cognitive limitations [5, 7]. Two influential
schools of thought on heuristics in decision making are Kah-
neman and Tversky’s heuristics and biases program [7, 8] and
the fast and frugal heuristics program of Gigerenzer and col-

..

Significance Statement

When people make decisions under uncertainty, such as
choosing which apartment to rent, one common view is that
they rely on heuristic algorithms, which can be viewed as
shortcuts in that they do not fully utilize all available informa-
tion. Heuristics are often contrasted with full-information deci-
sion models, which make proper use of the available informa-
tion. We develop a formal framework that puts both heuristics
and standard regression models on equal footing by treating
them as extreme cases of the same rational Bayesian model
(a full-information model). This integration helps explain why
heuristics can sometimes perform better than full-information
models.
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